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Technical Note

A high-accuracy three-dimensional coordinate digitizing system
for reconstructing the geometry of diarthrodial joints
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Abstract

This paper describes the design and performance evaluation of a three-dimensional (3-D) coordinate digitizing system (3-DCDS) for
measuring both soft and hard biological tissue. The system incorporates a visible semiconducting laser beam and an X—½ positioning
table to directly measure 3-D coordinates that define surface points. Experiments conducted to evaluate the performance of the system
showed that it delivers an accuracy of 0.1lm in the Z-direction and 1.4lm in the X—½ plane, and an overall system root-mean-
squared error (RMSE) of 8lm on surfaces with slopes of less than 45°. This error is lower than that of previously reported
measurement techniques. The 3-DCDS measures 3-D coordinates of surface points uniformly separated by 500lm in the X—½ plane.
Because the 3-DCDS is automated, the coordinates are measured efficiently and the accuracy is independent of operator skill. These
highly accurate coordinates can be easily incorporated into nodal values for 3-D finite element models (FEM) of diarthrodial joints.
To show the use of the 3-DCDS, the 3-D surface coordinates of human menisci were measured from a cadaver specimen. ( 1998
Elsevier Science Ltd. All rights reserved.
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1. Introduction

Finite element modeling (FEM) in orthopedic bio-
mechanics requires a measurement technique to obtain
accurate, three-dimensional (3-D) representations of di-
arthrodial joints (Mow et al., 1980; Spilker and Maxian,
1990). Accurate representations of joints, including soft
tissue, articular cartilage, and bone, are needed for FEM
to be useful in the study of joint behavior and orthopedic
implants.

To accurately represent the articular surface of the
human knee, an error of no more than 1% of the thinnest
tissue is needed. Considering that the thickness of the
articular cartilage is about 2mm, a relative error of 1%
would require an absolute error of 20 lm.

The absolute error of most currently available
methods is much greater than 20 lm. The accuracy of
thin-sectioning, photographing, and digitizing soft tis-
sues is only 500lm (McLeod et al., 1977; Meachim et al.,
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1977). The use of magnetic resonance imaging (MRI)
(Cohen et al., 1997; Moon et al., 1983) and computed
axial tomography (CT) to acquire tissue images also has
an accuracy of 500lm (Belsole et al., 1988; Garg and
Walker, 1990). Stereophotogrammetry (SPG) the most
accurate method for acquiring joint geometry, has an
accuracy of 90lm (Ateshian et al., 1991; Ghosh, 1983;
Huiskes et al., 1985) which can be improved to about
20lm using a digital camera placed at multiple stations
(Ronsky et al., 1997).

The discriminating skill of the operator and the com-
plexity of the measurement process are the principle
reasons that these methods lose accuracy. For the
methods that involve digitizing either photographs or
images, the digitizing process is relatively imprecise. Al-
though SPG is more accurate than these methods, the
setup of the SPG system is complex. There are many
sources of error, such as lens and photographic paper
distortion, that can be introduced when using an optical
measurement technique (Ateshian et al., 1991).

Considering the limitations of the previous methods,
the goal of this study was the design of a new method for
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measuring diarthrodial joint geometry. The method had
to meet the following criteria: (1) measure 3-D coordi-
nates of surface points uniformly separated by 500lm
with an accuracy of at least 20 lm and (2) gain the desired
performance independent of the operator’s skill with
efficiency. The subsequent sections describe the design of
the system, accuracy evaluation, and application of the
system to determine the geometry of the medial and
lateral menisci in a human knee.

2. Materials and Methods

2.1. Design of 3-DCDS

To obtain 3-D coordinates that describe and represent
the joint surfaces, the measurement system incorporates
a semiconducting laser-based displacement sensor that
works off triangulation to obtain the Z-coordinate of
a point on the surface under the laser beam, in conjunc-
tion with an X—½ positioning table. This non-contacting
3-DCDS is modeled after a similar system described by
Bhat et al. (1995). They used a laser-based measurement
system for measuring changes in volume and surface area
of a wound during healing.

The laser is mounted to a vertical cross-bar that can be
translated in the Z-direction (Fig. 1). This commercially
available, relatively inexpensive laser (LB1101, Keyence
Corp., Woodcliff Lake, NJ) emits a visible red semicon-
ducting, 670 nm wavelength beam that is converged to
a 0.5mm diameter point on the object. This beam is then
scattered off the target and detected by the sensor head
adjacent to the laser source. The laser works at a refer-
ence distance of 80mm with a measuring range of
$15 mm. The laser output is connected to an Analog
Sensor Controller (RV3-35N, Keyence Corp., Woodcliff
Lake, NJ), which processes analog output signals from
the laser displacement sensor.

A linear X—½ positioning table (102004P, Parker Han-
nafin Corp., Daedal Division, Harrison, PA) houses the
mounting fixture for the specimen. Low-noise (LN) elec-
tromagnetic microstepping motors with switch selectable
motor/drive resolutions up to 101, 600 steps rev~1 are
driven by a controller to position the X and ½ directions.

The controller for the drive motors and the output
from the laser are monitored and controlled by an IBM-
compatible PC with two serial ports. A Visual Basic
(Microsoft Corp., Redmond, WA) program positions the
table in the X—½ directions and reads the Z-coordinate
from the laser. The output file created is a direct 3-D
representation of the surface (X,½,Z coordinates).

Mounted on top of the positioning table is a custom
built fixture that holds specimens at the optimal reference
distance from the laser sensor head. The housing allows
for a specimen to be mounted in a circular tube, which
rests in a square holding block. This allows for rotation

Fig. 1. Micrograph of the three-dimensional non-contacting coordi-
nate digitising system. The human knee is mounted in the fixture below
the laser and is positioned so that the superior articulating surface is
facing the lasser. The motors systematically move the X—½ table to
allow the laser to scan over the entire surface of the meniscus.

in either the ½—Z or X—Z plane to $90°. These rota-
tions allow surfaces with steep gradients to be measured
by the laser system.

2.2. Accuracy evaluation of the system

The accuracy and precision of the laser’s displacement
sensor was verified by comparing gage blocks of a known
height with the measurements obtained by the laser.
The heights of the gage blocks were 2542.5, 2562.9, and
5080.0$2.5lm. The difference between the true value
and the measured value was calculated to be the error.
Similarly, the X—½ positioning table accuracy and pre-
cision were verified by moving each axis a defined dis-
tance. The true distance was then measured by a laser
interferometer. Again, the difference between how far the
table actually moved and the defined input distance was
calculated to be the error. For both the laser and the
table, the mean and the standard deviation of the error
gave the accuracy and precision, respectively.
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The fixture was tested to determine whether it intro-
duced any error into the measurement. A single X,½
point on a gage block was measured by the laser, and
then the fixture was rotated throughout its entire range of
motion. The fixture was returned back to the original
location and the laser measurement taken again. The
average and the standard deviation of the laser’s
measurement was calculated. Since the positioning table
was fixed during these repeated measurements, the pre-
cision of this measurement was only a combination of the
laser and the rotation of the fixture. Since both the laser
and the rotation of the fixture are random variables and
the precision of the laser was known from an earlier
calculation, the precision of the fixture alone was cal-
culated.

The overall system error was calculated for various
slopes by transforming the error in the X—½ positioning
into the Z-direction and then adding the Z-direction
error. To make this transformation, each of the measure-
ment errors was treated as an independent random vari-
able with a Gaussian distribution and the algebra of
normal functions was used to compute the apparent error
in the Z-direction due to the error contributions from both
the laser and the X—½ positioning table. (See Appendix).

Additionally, using two random points on a human
meniscus and two random points on a human tibial
plateau, the system precision was evaluated. This was
performed by repeatedly moving the table to these four
points and taking six repeated measurements. This was
performed while the table was stationary and with the
table moving. The standard deviations were computed
for both the static and the dynamic test at all four points.

2.3. Determination of the geometry of the menisci

The biomechanical applicability of the 3-DCDS was
demonstrated by reproducing the geometry of the medial
and lateral menisci of the human knee. One fresh-frozen
cadaveric knee was thawed at room temperature. The
knee was disarticulated and soft tissue was removed
leaving just the medial and lateral meniscus attached to
the tibial plateau. After potting the diaphysis of the tibia
in the circular tube held by the testing fixture, the articu-
lar surface was scanned. A grid resolution of 0.5mm by
0.5mm was applied to the 80mm]60mm articular sur-
face of the tibia resulting in 19,200 data points. Scanning
both menisci and the adjoining articular surface required
25min. The anterior, posterior, medial and lateral edges
of the menisci were then measured by rotating and scann-
ing the specimen with the respective edges facing the
laser. The menisci were removed and the exposed tibial
plateau was then scanned by the laser. The six scans
provided data for the complete characterization of the
geometry of both the medial and lateral menisci. The
X,½,Z data were then transformed back into the
original reference frame that the articular surface was

scanned in. A finite element package (PATRAN,
MacNeal-Schwendler Corp., Los Angeles, CA) was used
to visualize the menisci in 3-D.

3. Results

The laser had an accuracy of 0.1lm and a precision of
2.4lm (Table 1). The accuracy of the X—½ positioning
table was 1.4 and 0.4lm in the X and ½ directions,
respectively. The precision of each individual component
of the system was better than 3.5lm.

Combining the errors of all of the components through
the use of algebra of normal functions gave an overall
system accuracy and precision which depended on the
slope (Table 2). As the slope increased, there was a loss in
both accuracy and precision.

The precision of the system at the two random menisci
points with the table stationary was 3 and 2lm. With the
table moving these standard deviations increased to
6 and 10lm, respectively. The precision for the two
random tibial plateau points during a stationary test was
1lm for both the points. Again, this imprecision in-
creased to 2 and 6 lm during the dynamic test.

The finite element package enabled a clear view of the
3-D coordinates representing the surfaces of the menisci
(Fig. 2). A 10lm or less difference in the Z-coordinate
between the scans with and without the menisci was
assumed to represent the boundary of the menisci.

4. Discussion

The laser measurement system meets the criteria neces-
sary to obtain an accurate geometric representation of
diarthrodial joints. This system is non-contacting which

Table 1
Accuracy and precision of the laser and X—½ positioning table

Laser (lm) X-direction (lm) ½-direction (lm)
n"6 n"9 n"9

Error #1.5 0.0 0.0
Error !1.5 #3.5 #2.2
Error #2.1 #5.3 #3.3
Error !3.9 #3.4 #1.9
Error #2.0 #4.6 #2.2
Error !1.0 #0.3 !0.3
Error #2.4 !1.7
Error !3.7 !4.8
Error !3.2 !6.4

Mean !0.13 1.4 !0.4
(accuracy)
st. dev. 2.4 3.3 3.4
(precision)
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Fig. 2. Three-dimensional representation of medial and lateral meniscus of a right knee viewed from the posterior aspect. The coordinate system
directions are X — lateral, ½ — anterior, and Z — superior. The lines are introduced by the solid modeling software.

Table 2
Overall system accuracy and precision

Accuracy Precision
(lm) (lm)

30° 2.5 6.0
45° 4.3 7.2
60° 7.4 9.1
75° 15.7 14.5

is important when dealing with soft tissues that can
deform easily even if small amounts of pressure are ap-
plied (Ronsky et al., 1997). The results from overall error
analysis indicate that as the slope increases, so does the
error (Table 2). However, the fixture allows for rotation
of the specimen so that surfaces with steep gradients can
be rotated into a plane beneath the laser to reduce slopes
to less than 45°. In our example of the human menisci, the
steep slopes of anterior, posterior, medial and lateral
edges were too large to measure accurately with the
superior articular surface facing the laser. To correct for
this, each edge was rotated so that it was in a plane
beneath the laser and was easily measured without the
presence of large slopes. Because the maximum slope is
bound by 45°, the worst values of accuracy and precision
are 4 and 7 lm, respectively, giving a root-mean-squared
error (RMSE) of 8lm. Thus the geometric data for a hu-
man cadaveric knee obtained by this new system are
more accurate than the previously reported techniques

(Ateshian et al., 1991; Belsole et al., 1988; Cohen et al.,
1997; McLeod et al., 1977) including digital photogram-
metry which has an RMSE value of 19lm for the Z-
coordinate (Ronsky et al., 1997).

The current grid size resolution, 0.5mm, is the smallest
of all methods used for obtaining geometric data. This
grid size limits the resolution in the X—½ plane and
therefore an accurate edge detection may be difficult.
Due to the spot diameter of the laser and time constraints
on scan time, this is the smallest grid size that was
practical. In contrast to SPG where the grid size can vary
from 0.7 to 2.3mm depending on the curvature of the
surface (Ateshian et al, 1991), the grid size is constant
over the entire scan area. The current system’s grid size is
small compared with MRI, CT and sliced photographs
where the slice thickness is generally 3 mm. However,
a recent study shows MRI slices as thin as 1 mm (Cohen
et al., 1997).

In addition to being highly accurate, the 3-DCDS is
simple to construct and operate. The entire system has
only four main components which include the laser with
controller, the positioning table with the drive motors
and controller, the PC to coordinate the two above
components, and the mounting fixture. Calibration and
reference markers are not needed for the current system,
as they are in the other methods described. The system
can easily be rotated to allow for scanning in other
orthogonal planes and hence, increase the scanning area.
Unlike SPG, where multiple photographs have to be
taken and additional corresponding realignments per-
formed to relate information from one region to the other
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(Huiskes et al., 1985), the transformation resulting from
our rotation is simple based on the center and angle of
rotation. Other than rotating the specimen manually, the
system is fully automated so that the results are achieved
efficiently and their quality does not depend on the skill
of the operator.

Although the example explained the use of the system
in quantifying the geometry of the meniscus, FEM mod-
els that investigate contact in diarthrodial joints require
both cartilage and possibly bone. The system can be used
to accurately measure cartilage thickness and bone sur-
face geometry. To measure the cartilage thickness, a scan
of the articulating cartilage surface would be performed
using the 3-DCDS. Then the specimen would be sub-
merged in a solution of 5.25% sodium hypochlorite to
dissolve the cartilage layer down to the level of the
tidemark (Ateshian et al., 1991). The specimen would be
scanned a second time with the cartilage removed to
obtain thickness measurements. This second scan would
also give the bone surface geometry. Because the
measurement with the laser is not affected by either
surface texture, translucency, or colors, the error in the
measurement of all of these tissues would be consistent
and comparable with that reported here. Thus, contrast
coating of bone surfaces is not necessary as it is in SPG,
where it is required to improve grid contrast (Ateshian
et al., 1991). If the thickness of the cortical shell was also of
interest, then an additional measurement technique that
gives images of slices through the bone would be required.

One source of error inherent to all measurement tech-
niques that expose the joint surfaces to air is dehydration
of the tissues during the measurement process. Because
soft tissues contain approximately 60—70% water, dehy-
dration may occur to some extent during the 25min
period required to image the meniscus which would
affect the volume of the tissue. However, this effect is
complex to quantify because dimensional changes of the
meniscus, articular cartilage, and/or bone may give rise
to changes in the measurement obtained with the laser.
Lacking a method of ascribing dimensional changes to
the individual tissues, the dimensional changes due to
meniscus dehydration per se cannot be distinguished.
This is an area that merits further investigation.
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Appendix

To calculate the overall system accuracy for the 3-
DCDS, the inaccuracies in the X and ½ directions must

Fig. 3. Errors in positioning in the X—½ plane manifest as errors in the
Z-direction if the surface to be mesured is sloped.

be referred into the Z-direction. This was accomplished
by starting with a certain point on a surface that is to be
measured. The inaccuracy in positioning the X—½ table
will locate a different point on the surface. If this surface
is parallel to the X—½ plane, then there will be no result-
ing apparent change in the Z-direction with an inaccur-
ate positioning of the table. However, if this surface is
sloped, then this inaccuracy in the positioning table will
become apparent in the Z-direction.

To explain how errors in the X and ½ directions
manifest as errors in the Z-direction, consider two points
on the X—½ plane, point 1 and point 2 (Fig. 3). Assume
the table was to position at point 1 but instead went to
point 2. The radius R can be computed from point 1 to
point 2. Then, if the surface of interest is sloped, a change
in the Z-direction will become apparent between point 1
and point 2. Denoted as Z

!11
, this change in Z becomes

Z
!11

"R tan h where h is the slope. By assuming that the
errors in all coordinate directions are normally distrib-
uted and independent random variables, the accuracies,
and precisions in all three directions can be computed
to one total apparent accuracy and precision in the
Z-direction.

In developing the mathematical details of the proced-
ure, the three independent normally distributed variables
are x, y and z. Th accuracy k and the precision p for each
variable are known. Additionally, the precision of the
fixture is known.

variable x"X-direction positioning table k
x
, p

x
,

variable y"½-direction positioning table k
x
, p

y
,

variable z"Z-direction laser k
z
, p

z
,

variable fix"fixture precision, p
&*9

.

If the radius R from point 1 to point 2 is computed as

R"(x2#y2)1@2, (A.1)

then the accuracy and precision for both x2 and y2 must
first be computed. For binary operations on normally
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distributed random variables, the distribution para-
meters become (Haugen, 1968)

k
xx
"k2

x
#p2

x
, k

yy
"k2

y
#p2

y
, (A.2)

p
xx
"[4k2

x
p2
x
#2p4

x
]1@2, p

yy
"[4k2

y
p2
y
#2p4

y
]1@2.

(A.3)

An intermediate random variable g is computed as

g"x2#y2. (A.4)

Assuming that x and y are independent, the accuracy and
precision for g becomes

k
g
"k

xx
#k

yy
, (A.5)

p
g
"[p2

xx
#p2

yy
]1@2. (A.6)

Noting that

R"(g)1@2, (A.7)

the distribution parameters for the square root of a
normal function are

k
R
"M1/2[4k2

g
!2p2

g
]1@2N1@2, (A.8)

p
R
"Mk

g
!1/2 [4k2

g
!2p2

g
]1@2N1@2. (A.9)

Because Z
!11

"R tan(h)

k
;!11

"k
R

tan (h), (A.10)

p
;!11

"p
R

tan (h). (A.11)

Then, by adding the apparent Z to the both the actual
Z and the fixture, the total accuracy and precision are
calculated as

k
;505
"k

z
#k

;!11
, (A.12)

p
;505
"[p2

2
#p2

;!11
#p2

&*9
]1@2. (A.13)

As is evident from Eq. (A.11), both the accuracy and the
precision of the total depend on the surface angle h and
a loss in accuracy and precision occurs with increasing
slope of the surface.

A.1. Sample calculation

This sample calculation explains how the accuracy and
precision values in Table 2 were obtained.

With units of microns, the accuracies and precisions of
the individual components are

k
x
"1.4, p

x
"3.4,

k
y
"0.4, p

y
"3.3,

k
z
"0.1, p

z
"2.4,

p
&*9
"2.1,

calculate

k
xx
"13.5, k

yy
"11.1,

p
xx
"18.9, p

yy
"15.6,

g"x2#y2:

k
g
"24.6, p

g
"24.5,

R"(g)1@2:

k
R
"4.2, p

R
"2.7,

Apparent Z"R tan(30):

k
;!11

"2.4, p
;!11

"1.5

Total accuracy and precision

k
;505
"k

z
#k

;!11
"0.1#2.4"2.5,

p
;505
"p

z
#p

;!11
#p

&*9
"2.4#1.5#2.1"6.0
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