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Validation of a New Method for
Finding the Rotational Axes of the
Knee Using Both Marker-Based
Roentgen Stereophotogrammetric
Analysis and 3D Video-Based
Motion Analysis for Kinematic
Measurements
In a previous paper, we reported the virtual axis finder, which is a new method for finding
the rotational axes of the knee. The virtual axis finder was validated through simulations
that were subject to limitations. Hence, the objective of the present study was to perform
a mechanical validation with two measurement modalities: 3D video-based motion
analysis and marker-based roentgen stereophotogrammetric analysis (RSA). A two rota-
tional axis mechanism was developed, which simulated internal-external (or longitudi-
nal) and flexion-extension (FE) rotations. The actual axes of rotation were known with
respect to motion analysis and RSA markers within �0.0006 deg and �0.036 mm and
�0.0001 deg and �0.016 mm, respectively. The orientation and position root mean
squared errors for identifying the longitudinal rotation (LR) and FE axes with video-
based motion analysis (0.26 deg, 0.28 m, 0.36 deg, and 0.25 mm, respectively) were
smaller than with RSA (1.04 deg, 0.84 mm, 0.82 deg, and 0.32 mm, respectively). The
random error or precision in the orientation and position was significantly better (p
�0.01 and p�0.02, respectively) in identifying the LR axis with video-based motion
analysis (0.23 deg and 0.24 mm) than with RSA (0.95 deg and 0.76 mm). There was no
significant difference in the bias errors between measurement modalities. In comparing
the mechanical validations to virtual validations, the virtual validations produced com-
parable errors to those of the mechanical validation. The only significant difference
between the errors of the mechanical and virtual validations was the precision in the
position of the LR axis while simulating video-based motion analysis (0.24 mm and 0.78
mm, p�0.019). These results indicate that video-based motion analysis with the equip-
ment used in this study is the superior measurement modality for use with the virtual axis
finder but both measurement modalities produce satisfactory results. The lack of signifi-
cant differences between validation techniques suggests that the virtual sensitivity analy-
sis previously performed was appropriately modeled. Thus, the virtual axis finder can be
applied with a thorough understanding of its errors in a variety of test conditions.
�DOI: 10.1115/1.4003437�
Introduction

Identifying the rotational axes of the tibio-femoral joint and
odeling knee kinematics have been heavily studied in biome-

hanics literature because they aid in clinical diagnostics �1–4�,
elp understand sport injury mechanisms �5,6�, and are essential
n developing new joint prosthetics and arthroplasties �3,7–9�.
everal methods for identifying the rotational axes have been re-
orted �10–12�; however, each has its limitations including posi-
ion and orientation errors, which were unnecessarily large, math-
matical derivations, which were not fully defined, and methods
eveloped for coupled rotations in joints other than the knee. Rec-
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ognizing these limitations motivated us to develop a new method
called the virtual axis finder described in an earlier paper �12�.

This virtual axis finder identifies the axis fixed in the femur
about which the tibia flexes and extends, or the flexion-extension
axis �FE axis� and the axis fixed in the tibia about which the tibia
internally externally rotates, or the longitudinal rotational axis
�LR axis�, of the tibio-femoral joint by utilizing two mathematical
optimizations, given kinematic data from pure internal-external
rotation and natural flexion-extension. This process is done in two
steps so that the coupled internal-external rotation that naturally
occurs with flexion-extension can be mathematically eliminated
when identifying the FE axis. The new method was validated
virtually, with simulations of pure internal-external rotation and
flexion-extension with coupled internal-external rotation. These
simulations mimicked 3D video-based motion analysis as the ki-
nematic measurement modality. The virtual validation included a

sensitivity analysis, which assessed the sensitivity of the method
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o several factors that may differ between specimens and/or mea-
urement modalities.

The validation and sensitivity analysis of the virtual axis finder
ndicated a substantial reduction in error when compared with the
ther methods available but several limitations motivate some ad-
itional development of the method. One is the lack of mechanical
alidation and the fact that the virtual validation simulated only
ne measurement modality �3D video-based motion analysis�. An-
ther is that the virtual simulated kinematic data represented op-
imal data collection techniques and some variables, such as ori-
ntation of the axes with respect to the virtual markers and the
ack of any measurement bias, were simplified in the virtual

odel.
These limitations to the previously reported validation necessi-

ate a thorough mechanical validation in which the virtual axis
nder is put into practice with multiple kinematic measurement
odalities. Thus, the primary objective was to quantify and com-

are the bias, precision, and root mean squared error �RMSE� of
he virtual axis finder with a mechanical knee simulator between
wo kinematic measurement modalities, which can be used in
itro, bone mounted 3D video-based motion analysis and marker-
ased roentgen stereophotogrammetric analysis �RSA�. As a sec-
ndary objective, the results of the mechanical validation were
ompared with virtual validations to assess the validity of the
irtual simulations reported previously.

Methods

2.1 Two Rotational Axis Mechanism. To mechanically vali-
ate the virtual axis finder, a mechanism that could produce two
ure rotational motions about known axes of rotation had to be
tilized. Thus, we developed a two rotational axis mechanism that
imulated tibio-femoral flexion-extension and internal-external ro-
ational kinematics �Figs. 1 and 2�. The mechanism allowed two
igid bodies to rotate independently about two fixed perpendicular
xes of rotation �10,11�. The mechanism consisted of two shafts
hat were each supported by a pair of ball bearings and pillow
locks. To minimize off-axis motion of each shaft, we press fit the
uter race of each ball bearing into custom made pillow blocks
nd the shafts were axially compressed against the inner race. The
ress fit and axial compression ensured that the axis of rotation for
he shaft remained fixed with respect to the ball bearing and pil-
ow block mechanism, which, therefore, allowed the geometrical
xis of the shaft to remain collinear with the axis of rotation. To

ig. 1 Diagram of the two orientation axis mechanism. The
orizontal shaft simulated the FE axis of rotation and the verti-
al axis simulated the LR axis of rotation. The axes of rotation
ere fixed with respect to one another so that they were per-
endicular and intersecting. Six 0.8 mm diameter tantalum RSA
arkers were fixed to both shafts and two 0.8 mm diameter

antalum RSA axial markers were fixed along the geometric
xes to identify the axes of rotation with respect to the RSA
arkers. An array of four reflective motion analysis markers
as fixed to each shaft. A coordinate measurement machine
as used to measure centroids of the reflective markers and

he geometric axes of the shafts to identify the axes of rotation
ith respect to the motion analysis markers.
x the two shafts with respect to one another, the two shafts and

51003-2 / Vol. 133, MAY 2011
ball bearing pillow blocks were rigidly mounted to a base plate
such that the axes of rotation were perpendicular and intersecting.
Although the rotational axes may not be perpendicular and inter-
secting in practice, the relative position or orientation of the two
rotational axes was examined virtually in pilot studies and no
effect on the orientation and position errors in identifying the axes
of rotation was observed. Precision-machined holes were placed
on the pillow blocks in 5 deg increments about a 90 deg arc; this
allowed the shafts to be rotated in 5 deg steps and pinned rigidly
into place.

Because the objective was to simulate both marker-based RSA
and 3D video-based motion analysis fixed to the bones, the two
rotational axis mechanism was designed to be compatible with
RSA tantalum markers as well as arrays of motion analysis reflec-
tive markers �Fig. 2�. The position and orientation of both types of
markers with respect to the axes of rotation were such that they
simulated realistic placements in an actual tibio-femoral joint.
Thus, the size, position, and orientation of the rotating shafts were
selected to approximate the size and shape of a tibio-femoral joint
truncated approximately 10–15 cm distal and proximal of the joint
line. The longitudinal shaft simulated the tibia with six 0.8 mm
tantalum markers fixed to the shaft such that they were equally
spaced radially and axially about a 2.54 cm diameter and 10 cm
length shaft, respectively. The horizontal shaft simulated the fe-
mur with six 0.8 mm tantalum markers fixed to a 5�8 cm2 plane
approximately 8 cm from and parallel to the horizontal axis of
rotation. The six markers were placed approximately 1 cm from
one another within that plane. Although it only requires three
markers to track the position and orientation of each shaft, six
markers were used to overdetermine the system and aid in reduc-
ing the measurement error �13�. An array of four 1.90 cm diameter
reflective markers was fixed to a rod that was inserted axially but
off-center, and distally into the longitudinal shaft. A second array
of four 1.90 cm diameter reflective markers was fixed to a rod that
was inserted perpendicularly and proximal to the horizontal axis
of rotation �Fig. 1�. The use of four-marker arrays overdetermined
the system and aided in reducing the measurement error from

Fig. 2 Photographs of the two orientation axis mechanism
with „a… RSA markers and „b… motion analysis markers. The
shafts were rotated in 5 deg steps by rigidly pinning the large
end disks to the pillow block by means of precision-machined
holes placed in 5 deg steps along a 90 deg arc. The pillow
blocks were mounted to a base plate to fix the orientation axes
with respect to one another. The shafts rotated in ball bearings
that were press fit into each pillow block. Axial compression
along the inner race minimized off-axis motion.
motion analysis �13�.
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2.2 Gold Standard. To validate the virtual axis finder using
he two rotational axis mechanism, the actual axes of rotation
ere identified with respect to the RSA markers and with respect

o the motion analysis markers. For both cases, it was assumed
hat the geometric axes of the shafts were collinear with the axes
bout which the markers rotated. The axes were identified with
arker-based RSA by fixing RSA axial markers directly on the

eometric axis of the shafts. Using a lathe ��0.0125 mm�, 0.8
m diameter holes were drilled approximately 2.5 mm deep along

he geometric axis from both ends. The size of the drill bit was
elected such that the 0.8 mm tantalum marker could be inserted
nto the hole with minimum pressure but could not slide in with-
ut an applied force. To ensure that the holes were placed pre-
isely along the axis of the shafts, the axial alignment of the shafts
ith the drilling axis of the lathe was verified with a dial indicator

o have less than 0.025�0.0125 mm of off-axis travel over the
0 cm length of the shaft �less than 0.01 deg angular error�. One
.8 mm tantalum marker was fixed into each hole to mark two
oints on each axis of rotation. A Monte Carlo simulation was
erformed to estimate the precision in identifying the orientation
nd position of the actual axes of rotation with respect to the RSA
arkers. Normally distributed random variables with a zero mean

nd standard deviation ��� were input into the simulation. The
achining precision ��=0.025 mm� and the measurement preci-

ion of RSA ��=0.05 mm� were randomized with a normal dis-
ribution 1000 times and propagated through the calculations to
dentify the orientation and position errors of the actual axis with
espect to the RSA markers. The output of the simulation esti-
ated the precision of the orientation and position to be within
0.0006 deg and �0.036 mm, respectively.
The actual axes of rotation with respect to the motion analysis
arker arrays were measured with a coordinate measurement ma-

hine �CMM� �Model SLCHM005L, Mitutoyo Corp., Aurora, IL�.
he centroid of each marker was identified with the sphere iden-

ification algorithm in the CMM software. A point on the axis of the
hafts and the unit vector along the axis of the shafts were iden-
ified by the cylinder identification algorithm. The number of data
oints used for these algorithms was user defined to 15 and 30,
espectively. Although the coordinate measurement machine has a
.0001 mm precision, the irregularity of the reflective marker sur-
aces combined with the potential compliance of the arrays in-
uced variability in identifying the centroids of the spheres and
ylindrical axes. A truss system was added to each array to mini-
ize the compliancy of the structure. To minimize the variability

ue to the irregularity of the marker surfaces, we increased the
umber of points used for each algorithm until the repeatability
as equal to or less than 0.01 mm for the coordinates of each

entroid and 0.0001 mm for the coordinates of the axial unit vec-
or. A Monte Carlo simulation was performed to estimate the pre-
ision in identifying the orientation and position of the actual axes
f rotation with respect to the motion analysis markers in a similar
anner to the RSA simulations. The repeatability in measuring

he centroids of the markers ��=0.01 mm� and the unit vector
long the axis of the shaft ��=0.0001 mm� were randomized.
he output of the simulation estimated the precision of the orien-

ation and position to be within �0.0001 deg and �0.016 mm,
espectively.

2.3 Testing. Global positions of the tantalum markers
�0.05 mm� were obtained for each rotational step with biplanar
adiographs taken of the two rotational axis mechanism while it
as positioned inside the RSA calibration cube. To simulate pure

nternal-external rotation, the longitudinal shaft was rotated in 5
eg increments from 0 deg to 20 deg while the horizontal shaft
emained fixed at 30 deg. For flexion-extension with coupled
nternal-external rotation, the horizontal shaft was rotated in 15
eg increments from 0 deg to 90 deg while the longitudinal shaft

as rotated 15 deg during the first 30 deg of flexion. This process

ournal of Biomechanical Engineering
was repeated 5 times with the two rotational axis mechanism
placed at various locations and orientations within the calibration
cube to simulate five different specimens.

The motion analysis equipment and settings were utilized such
that the tracking capabilities of the video cameras were optimized
while maintaining a realistic laboratory setting for an in vitro
study. Four 4.06 megapixel cameras �Raptor-4, Motion Analysis
Corp., Santa Rosa, CA� were distributed evenly in a 1.5 m arc
around a 0.6�0.9�0.6 m3 �l�w�h� calibrated volume. The
cameras were vertically positioned between 1 m and 1.5 m above
the base of the calibrated volume �Fig. 3�. Data were collected in
gray scale mode at 100 Hz for 5 s per rotational step in the same
sequence used for the RSA testing. The process was repeated 5
times with the two rotational axis mechanism in varying positions
and orientations within the calibrated volume to simulate five dif-
ferent specimens. Before each specimen’s data sets began, it was
verified that no significant marker occlusion existed for all four
cameras for the given orientation and position of the mechanism.
The position vectors of all eight markers were averaged over the 5
s data set for each rotational step and the average vectors were
input into the virtual axis finding software. Thus, RSA and motion
analysis had the same number of rotational steps and the same
range of motion input into the software for optimization of the
rotational axes.

2.4 Data Analysis. To optimize the position and orientation
of the LR axis and the FE axis, the virtual axis finding software
was utilized �12�. A marker coordinate system was defined and
fixed to both the longitudinal �Tm� and horizontal �Fm� shafts.
These coordinate systems were defined by three of the markers
that were rigidly fixed to each shaft. To ensure that the constraint
planes used to optimize the location of two points on each axis of
rotation were approximately perpendicular to the axis of rotation,
we had to transform the marker coordinate systems such that they
were aligned with the axes of rotation. A pilot study was per-
formed to ensure that deviating from this condition up to 5 deg
and up to 5 mm does not affect the errors in this method. Thus, in
practice, aligning the LR axis with the anatomic axis of the tibia
and the FE axis with the transepicondylar axis of each coordinate
system can create this transformation �10,11�. However, for this
application, the marker coordinate systems Tm and Fm were
transformed into axial coordinate systems Ta and Fa such that an
axis in each of the axial coordinate systems was aligned with the
LR axis and FE axis, respectively. Because the actual axes of
rotation were collinear with one axis of their respective coordinate
systems that were used to quantify the error, two projection angles
fully described the error in orientation �Fig. 4�. The position error
was defined as the 2D position vector from the actual axes of
rotation to the measured axes of rotation in a plane perpendicular
to the actual LR ad FE axes. Because there is an infinite number
of planes perpendicular to these axes, the plane with the smallest

Fig. 3 Photograph of the video-based motion analysis set-up.
The calibration volume was 0.6Ã0.9Ã0.6 m3 and the four Rap-
tor 4 cameras „Motion Analysis Corp., Santa Rosa, CA… were
positioned 1–1.3 m above the bottom of the calibrated volume
in a 1.5 m arc around the center of the calibrated volume.
position vector magnitude was used to avoid compounding orien-

MAY 2011, Vol. 133 / 051003-3
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ation error into the position error. Thus, the error for each axis of
otation was described with four dependent variables: two orien-
ation variables and two position variables �Fig. 4�.

To quantify the accuracy of this method, we determined the bias
efined as the average error, precision or random error defined as
he standard deviation of the error, and RMSE over all five speci-

ens and each dependent variable. The resulting error terms for
he two projection angles were statistically pooled to provide the
verall orientation error, and the two position variables were sta-
istically pooled to provide the overall position error.

In the previous paper �12�, a more thorough sensitivity analysis
as performed in the virtual simulations; however, because these

imulations were performed virtually, their applicability may be

ig. 4 Diagram of the transformations used to perform the er-
or analysis with the FE axis shaft and RSA markers. The
arker coordinate system „Fm…, which was defined by three
arkers fixed to the shaft, is transformed into an axial coordi-

ate system „Fa… such that one axis is aligned with the actual
xis of rotation „TFa/Fm…. The position error was defined by the
D position vector from the FE axis to the measured axis in a
lane that was perpendicular to the actual axis and contained

he minimum distance between the actual and measured axes.
he orientation error was defined by two projection angles „�
nd �… between the measured and actual axes onto the two
erpendicular planes that were parallel to the FE axis and con-

ained the origin of the axial coordinate system „ZFa-YFa and
Fa-XFa planes….

Fig. 5 Bar chart comparing marker-based RSA
surement modality for the „a… orientation and „b
for identifying the LR axis of rotation. There w
the orientation „

�p=0.008… and the position „

��p=

RMSE for the orientation „+p=0.01… and position „
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limited due to the assumptions and simplifications utilized in the
virtual model. Thus, a comparison between the virtual validation
and mechanical validation results was performed. Although the
3D video-based motion analysis virtual simulations were reported
in the previous paper, certain aspects of that simulation did not
correspond to the two rotational axis mechanism. Thus, the virtual
validation was repeated such that marker positioning, measure-
ment error, and positional error definitions aligned with the me-
chanical validation reported here. Virtual simulations of the
marker-based RSA measurement modality were also performed as
a second comparison of the two validation techniques. The RSA
virtual model placed the markers in similar locations with respect
to one another and to the axes as they were in the two rotational
axis mechanism, and a measurement error of 0.05 mm �14� was
incorporated into the virtual data. The virtual validations with mo-
tion analysis and RSA were each repeated 1000 times with reran-
domized data to estimate the error accurately.

The variances between marker-based RSA and 3D video-based
motion analysis for the orientation and position errors for the LR
and FE axes were subjected to an F-test for variances ��=0.05� to
determine whether there was a significant difference in the preci-
sion of identifying the axes between measurement modalities.
Similarly, the variances between mechanical and virtual valida-
tions were subjected to an F-test ��=0.05� to determine whether
there was a significant difference in the precision estimated from a
mechanical validation versus a virtual validation. The mean error
for each test was subjected to a student t-test ��=0.05� to deter-
mine whether there was a significant difference between measure-
ment biases between measurement modalities as well as validation
techniques. Independent two-sample t-tests for equal and unequal
variances were utilized for each pair depending on the result of
the F-test for equal variances. Finally, the mean squared error
�MSE� ratio between RSA and motion analysis measurement mo-
dalities was subjected to an F-test to determine if there were sig-
nificant differences between measurement modalities with the
RMSE.

3 Results
The orientation and position errors for the LR and FE axes were

considerably less with 3D video-based motion analysis than with
marker-based RSA. The RMSEs in identifying the orientation and
position of the LR axis with 3D video-based motion analysis were
0.26 deg and 0.28 mm, respectively, compared with 1.04 deg and
0.84 mm, respectively, with marker-based RSA. The orientation
and position RMSE were 75% and 67% less with motion analysis
than with RSA �Fig. 5�, which was a significant difference �p
=0.01 and p=0.03, respectively�. Likewise, the RMSEs in identi-

d 3D video-based motion analysis as the mea-
osition RMSE, bias, and precision „error bars…

a significant difference between precisions for
24… errors and a significant difference between
an
… p

as
0.0
++p=0.03… errors.
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ying the orientation and position of the FE axis with 3D video-
ased motion analysis were 0.36 deg and 0.25 mm, respectively,
ompared with 0.82 deg and 0.32 mm, respectively, with RSA.
he 56% decrease in orientation and 23% decrease in position
MSE with motion analysis compared with RSA with the FE axis
as not significant �p=0.22 and p=0.41, respectively� �Fig. 6�.
There was significantly more variability �i.e., less precision� in

dentifying the orientation �p=0.008� and position �p=0.024� of
he LR axis with marker-based RSA �0.95 deg and 0.76 mm� than
ith 3D video-based motion analysis �0.23 deg and 0.24 mm�

Fig. 5�. However, there was no significant difference between
ariances for the FE axis �p=0.07�. Also, there was no significant
ifference between bias errors for either the LR or FE axes �p
0.51�.
In comparing the virtual validation to the mechanical valida-

ion, in general, the errors compared closely for both 3D video-
ased motion analysis �Table 1� and marker-based RSA �Table 2�.
here was a significant difference between variances for the po-

Fig. 6 Bar chart comparing marker-based RSA
surement modality for the „a… orientation and „b
for identifying the FE axis of rotation. There wa

Table 1 Average errors in identifying the LR
dation versus a virtual validation for video-bas
icked the mechanical validations with marker
surement error. Mechanical validations had an
The asterisks denote a significant difference
niques „p=0.019….

LR axis

Orientation
�deg�

Position
�mm�

Mech. Virtual Mech. V

Bias 0.10 0.00 0.10
Precision 0.23 0.27 0.24*

RMSE 0.25 0.27 0.26

Table 2 Average errors in identifying the LR
dation versus a virtual validation for marker-b
mechanical validations with marker placemen
error. Mechanical validations had an n of 5 an

LR axis

Orientation
�deg�

Position
�mm�

Mech. Virtual Mech. V

Bias 0.27 0.00 0.12
Precision 0.95 1.22 0.76
RMSE 0.98 1.22 0.77
ournal of Biomechanical Engineering
sition errors �p=0.019� on the LR axis with motion analysis simu-
lations; however, there was no other significant difference be-
tween validation techniques. The bias errors for the mechanical
validations were nonzero, whereas the bias errors for the virtual
validation were negligible.

4 Discussion
Identifying the rotational axes of the tibio-femoral joint and

modeling knee kinematics have been heavily studied in biome-
chanics literature, and the accuracy of these models have been
shown to have a significant impact on their applicability. Limita-
tions to previously reported methods to identify the rotational axes
of the tibio-femoral joint prompted us to develop the virtual axis
finder described in a previous paper �12�. However, there were
several limitations to the virtual validation that necessitated a thor-
ough mechanical validation in which the virtual axis finder was
put into practice with multiple kinematic measurement modalities.

d 3D video-based motion analysis as the mea-
osition RMSE, bias, and precision „error bars…
o significant difference.

d FE axes of rotation with a mechanical vali-
motion analysis. The virtual validations mim-
cement, rotational axis placement, and mea-
of 5 and virtual validations had an n of 1000.
ween mechanical and virtual validation tech-

FE axis

Orientation
�deg�

Position
�mm�

al Mech. Virtual Mech. Virtual

0.12 0.01 0.05 0.01
* 0.34 0.41 0.24 0.25

0.36 0.41 0.25 0.25

d FE axes of rotation with a mechanical vali-
ed RSA. The virtual validations mimicked the
rotational axis placement, and measurement
irtual validations had an n of 1000.

FE axis

Orientation
�deg�

Position
�mm�

al Mech. Virtual Mech. Virtual

3 0.28 0.03 0.09 0.03
0 0.77 0.83 0.30 0.37
0 0.82 0.83 0.32 0.37
an
… p
an
ed
pla
n

bet

irtu

0.00
0.78
0.78
an
as
t,
d v

irtu

0.0
0.5
0.5
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hus, our primary objective of this work was to validate mechani-
ally the virtual axis finder with marker-based RSA and video-
ased motion analysis. A secondary objective was to compare the
esults of the mechanical validation to the virtual validations to
erify the applicability of the previously reported virtual valida-
ion. The virtual axis finder successfully identified the LR and FE
xes of rotation using both marker-based RSA and 3D video-
ased motion analysis as the measurement modalities. However,
he errors for orientation and position of the LR and FE axes were
educed with motion analysis compared with RSA �Figs. 5 and 6�.

second key finding was that the validation performed with vir-
ually created data produced higher errors than the validation per-
ormed with the two rotational axis mechanism. However, the
ifference in the precision of identifying the position of the LR
xis while simulating motion analysis was the only dependent
ariable that was significantly different between validation tech-
iques.

Although marker-based RSA and 3D video-based motion analy-
is are common kinematic measurement modalities in tibio-
emoral biomechanics research, there are several other techniques
sed in this field that were not studied here. For example, the
nstrumented spatial linkage �ISL� �15–17� and model-based RSA
18,19� using fluoroscopy are two modalities that might be used to
rovide the kinematic data necessary as input to the virtual axis
nder. Because of the errors unique to each of these measurement
odalities, it would be advisable to validate the modality of in-

erest using a mechanical validation such as that described herein.
The fact that the precision in identifying the LR axis was sig-

ificantly better with video-based motion analysis than with
arker-based RSA can be explained by two variables: the differ-

nce in measurement errors between the two measurement mo-
alities and the use of multiple data points per rotational step with
otion analysis. Although the exact measurement error of the
otion analysis system used herein has not been reported, another

our-camera Vicon system of similar capabilities was reported to
ave an overall measurement bias of 63�5 �m and a measure-
ent precision of 15 �m �14� in comparison to marker-based
SA, which has negligible measurement bias and a measurement
recision of 49 �m �20�. Furthermore, because marker-based
SA utilized just one set of radiographs at each rotational step,
nly one datum sample was available. On the other hand, video-
ased motion analysis data were collected at 60 Hz over 5 s,
roviding 300 data samples per rotational step. Thus, utilizing the
verage result from a set of data provided improved measurement
recision of the motion analysis data.

It is important to note that although the measurement precision
f our data within a given rotational step was 6 �m, which was
omparable to the values reported with the Vicon system men-
ioned above, an imprecision in the distance between markers on
he two arrays when the orientation of the arrays was changed was
bserved to be 150 �m. This imprecision was likely due to partial
cclusions of the markers from the truss system built into the
rrays for rigidity. Although this phenomenon did not have a large
mpact on the capabilities of the virtual axis finder, as evidenced
y the results reported here, this phenomenon should be taken into
onsideration when designing motion analysis arrays in practice.

Because the virtual errors were consistently larger than the me-
hanical validation errors and because there were few significant
ifferences between the mechanical and virtual validation tech-
iques, it can be concluded that the virtual simulations appropri-
tely modeled each measurement modality. This result provides
vidence that the virtually based sensitivity analysis reported pre-
iously is an accurate representation of the errors that can be
xpected in practice in the absence of skin movement artifacts.
urthermore, those results are, if anything, slightly overestimating

he errors.
An important assumption in this validation for video-based mo-

ion analysis as the measurement modality was the absence of skin

otion artifact. It is our intention to use this method in a cadav-
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eric study in which the marker arrays are fixed to the bones, thus
eliminating skin motion artifact from this measurement modality.
The application of this modality in vivo would undoubtedly intro-
duce skin motion errors and deviate from the conditions tested
here; therefore, this modality should not be used with in vivo
applications without further development to address these errors.
However, because the measurement errors innate to marker-based
RSA are not affected by in vivo applications, RSA could be used
when this method is applied in vivo.

The quasi-static measurements used in this method pose an-
other potential limitation to the application of the virtual axis
finder with video-based motion analysis. Because measurements
were taken at static rotational steps through the range of motion,
the random measurement errors innate to 3D video-based motion
analysis were partially filtered out. It is probable that without
filtering the measurement errors in this manner, the virtual axis
finder will not exhibit or identify the axes of rotation with the
same error �12�.

Another limitation with both the virtual and mechanical valida-
tion techniques was that the marker coordinate systems were fixed
to the rotating bodies such that they were intentionally aligned to
the actual axes of rotation. This was done to simplify the model-
ing and to provide anatomically relevant results. However, this
was considered to be a potential source of error in practice be-
cause perfect alignment will not be possible. Thus, pilot studies
were performed with the mechanical data in which the marker
coordinate systems were translated and rotated from the actual
axes of rotation. There was no change to either the bias or preci-
sion errors of the virtual axis finder during these pilot studies;
therefore, this independent variable and the attendant errors were
not included in the analysis reported here.

The results of these validations indicate that 3D video-based
motion analysis using four Raptor 4 cameras is a better measure-
ment modality than marker-based RSA for use with the virtual
axis finder; however, both methods provided satisfactory results.
Given these results, the virtual axis finder maintains a large scope
of applicability in the biomechanics field, as suggested in the pre-
vious paper. Furthermore, because the virtual validation tends to
overestimate the error when compared with the mechanical vali-
dation, the sensitivity analysis reported previously estimates the
upper end of the error scale with this method. Thus, this method
can be utilized with a thorough understanding of the expected
errors under a variety of test conditions and applications.
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